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This should not come as a surprise: overly optimistic forecasts of the out-
come of projects are found everywhere. Amos and I coined the term plan-

ning fallacy to describe plans and forecasts that

e are unrealistically close to best-case scenarios
+ could be improved by consulting the statistics of similar cases

Examples of the planning fallacy abound in the experiences of individu-
als, governments, and businesses. The list of horror stories is endless.

« In July 1997, the proposed new Scottish Parliament building in Edin-
burgh was estimated to cost up to £40 million. By June 1999, the budget
for the building was £109 million. In April 2000, legislators imposed a
£195 million “cap on costs.” By November 2001, they demanded an es-
timate of “final cost,” which was set at £241 million. That estimated final
cost rose twice in 2002, ending the year at £294.6 million. It rose three
times more in 2003, reaching £375.8 million by June. The building was
finally completed in 2004 at an ultimate cost of roughly £431 million.

o A 2005 study examined rail projects undertaken worldwide between
1969 and 1998. In more than 90% of the cases, the number of passen-
gers projected to use the system was overestimated. Even though these
passenger shortfalls were widely publicized, forecasts did not improve
over those thirty years; on average, planners overestimated how many
people would use the new rail projects by 106%, and the average cost
overrun was 45%. As more evidence accumulated, the experts did not
become more reliant on it.

* In 2002, a survey of American homeowners who had remodeled their
kitchens found that, on average, they had expected the job to cost
$18,658; in fact, they ended up paying an average of $38,769.

The optimism of planners and decision makers is not the only cause of
overruns. Contractors of kitchen renovations and of weapon systems readily
admit (though not to their clients) that they routinely make most of their
profit on additions to the original plan. The failures of forecasting in these
cases reflect the customers’ inability to imagine how much their wishes will
escalate over time. They end up paying much more than they would if they
had made a realistic plan and stuck to it.

Errors in the initial budget are not always innocent. The authors of un-
realistic plans are often driven by the desire to get the plan approved
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whether by their superiors or by a client—supported by the knowledge
that projects are rarely abandoned unfinished merely because of overruns
in costs or completion times. In such cases, the greatest responsibility for
avoiding the planning fallacy lies with the decision makers who approve the
plan. If they do not recognize the need for an outside view, they commit a
planning fallacy.

MITIGATING THE PLANNING FALLACY

The diagnosis of and the remedy for the planning fallacy have not changed
since that Friday afternoon, but the implementation of the idea has come a
long way. The renowned Danish planning expert Bent Flyvbjerg, now at
Oxford University, offered a forceful summary:

The prevalent tendency to underweight or ignore distributional informa-
tion is perhaps the major source of error in forecasting. Planners should
therefore make every effort to frame the forecasting problem so as to facil-
itate utilizing all the distributional information that is available.

This may be considered the single most important piece of advice re-
garding how to increase accuracy in forecasting through improved meth-
ods. Using such distributional information from other ventures similar to
that being forecasted is called taking an “outside view” and is the cure to the
planning fallacy.

The treatment for the planning fallacy has now acquired a technical
name, reference class forecasting, and Flyvbjerg has applied it to transpor-
tation projects in several countries. The outside view is implemented by
using a large database, which provides information on both plans and out-
comes for hundreds of projects all over the world, and can be used to pro-
vide statistical information about the likely overruns of cost and time, and
about the likely underperformance of projects of different types.

The forecasting method that Flyvbjerg applies is similar to the practices
recommended for overcoming base-rate neglect:

1. Identify an appropriate reference class (kitchen renovations, large
railway projects, etc.).

2. Obtain the statistics of the reference class (in terms of cost per mile
of railway, or of the percentage by which expenditures exceeded
budget). Use the statistics to generate a baseline prediction,
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3. Use specific information about the case to adjust the baseline predic-
tion, if there are particular reasons to expect the optimistic bias to be
more or less pronounced in this project than in others of the same

type.

Flyvbjerg’s analyses are intended to guide the authorities that commission
public projects, by providing the statistics of overruns in similar projects.
Decision makers need a realistic assessment of the costs and benefits of a
proposal before making the final decision to approve it. They may also wish
to estimate the budget reserve that they need in anticipation of overruns,
although such precautions often become self-fulfilling prophecies. As one
official told Flyvbjerg, “A budget reserve is to contractors as red meat is to
lions, and they will devour it”

Organizations face the challenge of controlling the tendency of execu-
tives competing for resources to present overly optimistic plans. A well-run
organization will reward planners for precise execution and penalize them
for failing to anticipate difficulties, and for failing to allow for difficulties
that they could not have anticipated—the unknown unknowns.

DECISIONS AND ERRORS

That Friday afternoon occurred more than thirty years ago. I often thought
about it and mentioned it in lectures several times each year. Some of my
friends got bored with the story, but I kept drawing new lessons from it.
Almost fifteen years after I first reported on the planning fallacy with Amos,
I returned to the topic with Dan Lovallo. Together we sketched a theory of
decision making in which the optimistic bias is a significant source of risk tak-
ing. In the standard rational model of economics, people take risks because
the odds are favorable—they accept some probability of a costly failure be-
cause the probability of success is sufficient. We proposed an alternative idea,
When forecasting the outcomes of risky projects, executives too easily
fall victim to the planning fallacy. In its grip, they make decisions based on
delusional optimism rather than on a rational weighting of gains, losses,
and probabilities. They overestimate benefits and underestimate costs. They
spin scenarios of success while overlooking the potential for mistakes and
miscalculations. As a resul, they pursue initiatives that are unlikely to come

in on budget or on time or to deliver the expected returns—or even to be
completed.
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